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Background



What Makes a Joke Funny?

three classic theories of humor

e Superiority Theory ({L#%18)
e Relief Theory (B1IE)

e Incongruity Theory (F~—E0EEF/E1E)



Theories of Humor
Superiority Theory
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Theories of Humor

Relief Theory
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Theories of Humor
Incongruity Theory
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Linguistics Research on Humor

e Semantic Script-Based Theory of Humor (SSTH)

e General Theory of Verbal Humor (GTVH)

e Related Work in Linguistics



Linguistics Research on Humor
Semantic Script-Based Theory of Humor (SSTH)

e A joke is consisting of a set-up and a punchline



Linguistics Research on Humor
Semantic Script-Based Theory of Humor (SSTH)

e A joke is consisting of a set-up and a punchline
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Linguistics Research on Humor
Semantic Script-Based Theory of Humor (SSTH)

e A joke is consisting of a set-up and a punchline
® two necessary and sufficient conditions:

* the humorous text has to be compatible with at least two different
interpretations (scripts).

* the two interpretations have to be opposed to each other.



Linguistics Research on Humor
General Theory of Verbal Humor (GTVH)

e Script opposition: a knowledge source based on the main idea of SSTH of opposing

interpretations that are both compatible with the text.

* | ogical mechanism: provides a possible resolution mechanism for the incongruity
between scripts.

e Situation: defines the context of the joke in terms of location, participants, and others.
e Target: is the person or group of persons that are targeted by the joke.

* Narrative strategy: defines the style of the joke, i.e. whether it is a dialogue, a riddle, or a
simple narrative.

* | anguage: defines the “surface” of the joke in terms of linguistic aspects. such as lexicon,
morphology, syntax, semantics.



Linguistics Research on Humor
Related Work in Linguistics

e the lexical devices.
* syntactic ambiguity
e three main types of ambiguity:
e |[exical (e.g. "l used to be a banker but | lost interest.”)
e syntactic (e.g. "The chicken is ready to eat.”)

e phonological (e.g. "Yesterday | accidentally swallowed some tood
coloring. The doctor says I'm OK, but | feel like I've (died/dyed) a
little inside.”)

[1] Bucaria C. et. al. Lexical and syntactic ambiguity as a source of humor. Humor 17(3):279-309. 2004.



Multidisciplinary Research on Humor

e Sociology: communication, gender, culture, ...
e Psychology: individual development, personality profiles, ...

 Neuroscience: the brain activity, ...



Humor Dataset



Multimodal Datasets

e UR-FUNNY [1]
e including text, visual and acoustic modalities

* use the audience’s laughter as annotation.

e 16514 data From TED talks
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[1] Md Kamrul Hasan. et.al. UR-FUNNY: A Multimodal Language Dataset for Understanding Humor. EMNLP. 2019.



Multimodal Datasets

e MHD [1]:

"The Big Bang Theory”

® Scenes, Speakers, dialogues, Start-Times, End-Times, Listeners, etc

[1] Badri N. Patro.

SCENE

SCENE

"The Apartment, Sheldon
has series of white boards
accross the room"

"The Cafeteria”

m DIALOGUE DURATION LISTENER(S)

How did you get so brave all

m DIALOGUE DURATION LISTENER(S)

Sheldon Those were the last words

Howard of a sudden? 00:13 - 00:10 Raj he ever spoke to us. i Leonard
n | don't think you have to
Raj It's easy, spider is crawling 49,15 9:17 Howard Leonard worry about death by 01:05 - 01:10 Sheldon

up your arm. badger being hereditary.

et. al. Multimodal Humor Dataset: Predicting Laughter tracks for Sitcoms. 2021.
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— OURATION [ LISTENER(S)
It would be kinder to play a
Amy game more suited to his 01:02 - 01:05 Leonard,
abilities. Sheldon
Leonard | am going to my room. 01:05 - 01:10 Amy, Sheldon



e Humicroedit[1]

Humor Headlines

e A dataset of 15,095 headlines with simple edits designed to make them

funny.

Original Headline

Humorous Edit

Meet the wealthy donors pouring millions into
the 2018 elections MBS

Trump has the upper hand in North Korea
talks

Manhattan DA reportedly dropped felony
fraud case against Trump’s kids after donation
from Trump’s lawyer 72

Meet the wealthy sadists pouring millions into
the 2018 elections EfFiE

Trump has the upper hand in North Korea
handshakes

Manhattan DA reportedly dropped felony
fraud case against Trump’s kids after donation
from Trump’s doppleganger 45

Table 1: Example instances of the Humicroedit dataset, containing the original headline and a humorous edited
version. Edited phrase i1s in bold. Note that the edited headlines are designed to be humorous in light of the original.

[1] Nabil Hossain. et. al. “President Vows to Cut Faxes Hair”: Dataset and Analysis of Creative Text Editing for Humorous Headlines. NAACL. 2019.



Jokes

One-liner Joke

e the 16000 One-Liner dataset [1]

e Humorous data set: one-liners collected from the Web.—

Take my advice; I don’t use it anyway.
I get enough exercise just pushing my luck.

® Negative data sets: Beauty is in the eye of the beer holder.

Reuters titles
Trocadero expects tripling of revenues.

® Re Ute 'S NeWS t|t| eS; Silver fi xes at two-month high, but gold lags.

Oil prices slip as refi ners shop for bargains.

. BNC sentences

¢ Prove I b S / They were like spirits, and I loved them.

I wonder 1f there 1s some contradiction here.
The train arrives three minutes early.

e British National Corpus (BNC). Proverbs

Creativity 1s more important than knowledge.
Beauty is in the eye of the beholder.
I believe no tales from an enemy’s tongue.

Table 1: Sample examples of one-liners, Reuters ti-

tles, BNC sentences, and proverbs.
[1] Rada Mihalcea. et.al. Making Computers Laugh: Investigations in Automatic Humor Recognition. ACL. 2005.



“A pun is a form of wordplay in which one sign (e.g., a word or phrase)
suggests two or more meanings by exploiting polysemy, homonymy, or
phono- logical similarity to another sign, for an intended humorous or
rhetorical effect. ” 1

Debra Aarons. Puns and tacit linguistic knowledge. Routledge Handbooks in Linguistics, pages 80-94. 2017.



e SemEval-2017 task 7 [1]:

e 3 Subtasks: detection, location, interpretation

e Heterographic (RFEHX)

e Homographic (BIFE&FX) *

(1) When the church bought gas for their annual barbecue,
proceeds went from the sacred to the propane (profane).
(2) | used to be a banker but | lost interest.

[1]T. Miller, C. et.al. SemEval-2017 task 7: Detection and interpretation of English puns. 2017.

pun type subtask contexts words
homographic  detection 2250 24499
homographic location 1607 18998
homographic interpretation 1298 15510
heterographic detection 1780 19461
heterographic location 1271 15145
heterographic interpretation 1098 13258




Crosstalks

o (REMEVREE) Shaking Du, Towards Automatic Generation of Entertaining
Dialogues in Chinese Crosstalks, 2017

e published books; websites; records of crosstalk play

e 173,000 pairs of utterances, from 1, 551 excerpts of crosstalks.

A: BEAXKRREE, LAVIRIER, A
MNIZIK ISR IR - B2 E B,
BAE 4868 1 X =R BHAE?

The mid-autumn festival is in memory of Qu

Yuan. We should keep him in mind forever,

because his death brings us this 3-day holiday.
B: X, KRR/l

It costs him a lot (to have a holiday).

A: BRHNEZBZHJLRE-

I think it would be better with more holidays.

B: FHiEAEZ /D A .

How many people would die then!




Crosstalks

o MWL, PEINER4044E21HE .
BET7TESG. RE. 2HRHEFZHEREE,
e HAREH[HFE449E%, XOMHEE3087Ex, BEOtHFE472E%.




Humor Recognition



Features

* Diyi Yang. et.al. Humor Recognition and Humor Anchor Extraction, EMNLP,
2015

* |ncongruity
e Ambiguity
* |nterpersonal Effect

 Phonetic Style



Features

* Yubo Xie. et.al. Uncertainty and Surprisal Jointly Deliver the Punchline:
Exploiting Incongruity-Based Features tor Humor Recognition, [JCNLP,

2021
* Uncertainty

e Surprisal



Humor Generation



Generation Task

 Joke generation:
 Given the set-up, generate the punchline.
e Given the leading comedian (J&IR), generate the supporting role (iFIR).
* Translate: Translate a regular sentence to humor.

 Pun generation: Given a pair of word senses, generate a pun.



Model

e GANSs

e Fncoder-Decoder



Evaluation

e Auto Evaluation

e Human Evaluation:
e Grammar and fluency/Readability;
e Coherency/Relevance;

e Funniness/Entertainment.



Joke Generation

Given the set-up, generate the punchline

e /hang, Hang. et al. "Let's be Humorous: Knowledge Enhanced Humor
Generation.” ACL. 2020.

e Background knowledge is crucial in understanding and generating jokes.

* Propose a framework to Generate punchline with the set-up and relevant

knowledge.
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Joke Generation

Given the set-up, generate the punchline
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Joke Generation
Given the leading comedian (JEIR), generate the supporting role (3%[R)

e Shikang Du. et. al. Towards Automatic Generation of Entertaining Dialogues
in Chinese Crosstalks. arxiv. 2017.

* Propose a humor-enhanced translation model. CRG model

Translation Model (M1)

Output

Language Model (M2)

Humor  Model (M3)

Xiang-
. p - > .sheng

______________________________

|
|
|
Anotated :
1
|
|
|

Figure 1: General architecture of our system



Translate

Translate a regular sentence to humor

e Orion Weller. et.al. Can Humor Prediction Datasets be used for Humor
Generation? Humorous Headline Generation via Style Transfer. ACL. 2020.

* Propose an encoder-decoder architecture to translate headlines from
regular to humorous English.



Pun Generation

Given a pair of word senses, generate a pun

e Fuli Luo. et. al. Pun-GAN: Generative Adversarial Network for Pun
Generation. EMNLP, 2019.

* propose an adversarial generative network for pun generation (Pun-
GAN).

e Model: GANs with reward



Pun Generation

Given a pair of word senses, generate a pun

e He, He. et.al. Pun Generation with Surprise. NAACL. 2019.

* Propose an approach to generate a pun.

e “|local-global surprisal principle”

a strong association between the alternative word and the local context;
a strong association between the pun word and the distant context;

both words should be interpretable given local and global context to maintain ambiguity.

R w¥ = hare
E— w* = hair

l Hetrieve using hair

the man stopped to get a hair cut.
l Swap hair — hare
the man stopped to get a hare cut.
l nsert topic man — greyhound

the greyhound stopped to get a hare cut.

Figure 2: Overview of our pun generation approach.
Given a pair of pun/alternative word, we first retrieve
sentences containing w* from a generic corpus. Next,
w® 1s replaced by w? to increase local surprisal. Lastly,
we Insert a topic word at the beginning of the sen-
tence to create global associations supporting w? and
decrease global surprisal.



Conclusion



